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Amazing Progress of ML/AI

“space robot studying a book in front of Stanford”

SQuAD
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The challenge of Today:

Building ML Applications at SOTA scale is expensive!
(Million $)

Further scaling is facing non-linear bottlenecks. 



4

3.14E+23
Floating Point Ops.

175B Parameters

1.20E+22
Floating Point Ops.

6.7B Parameters

Bottleneck: Communications & Data Movement

32 Machines, 4x A100 GPU each
Each machine send+recv 4PB data

100Gbps = 93h Communication Time 

10Gbps = 930h Communication Time 

~200h Computation Time

196 Machines, 8x A100 GPU each
Each machine send+recv 12PB data

100Gbps = 279h Communication Time 

10Gbps = 2790h Communication Time 

~400h Computation Time

Distributed training at scale is communication-intensive.

(Today) Model training today is largely restricted to centralized data centers with fast 

network connections. Hard to use cheaper alternatives (Non 1st tier clouds, Spot 

Instances, Volunteer Computes, etc.).

(Future) 10x 

further scaling 

requires fast 

connections between 

10x machines. 

Becoming challenging 

even for data center.

NVIDIA DGX SuperPOD:
Up to 256 GPUs
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Optimizing Communications for Distributed 
and  Decentralized Learning.



6

0.5 GB/s100Mbps

Decentralized Network

Communication Bottlenecks across Infrastructure

100Gbps

Data Center Serverless Environment

communication becomes slower, open up more choices (and some can be cheaper)

The more we can optimize communications, the more choices we have 
when building our infrastructure.

(Multi-cloud) Spot Instances
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Data
• (ImageNet) 1.3M Images (est. 160+ GB) 

• (GPT-3) 300 Billion Tokens (est. 2+ TB)

Model
• (GPT-2) 1.3 Billion Parameters (2.6 GB fp16)

• (GPT-3) 175 Billion Parameters (350GB fp16)

Compute
• (GPT-2) est. 2.5 GFLOPS/token

• (GPT-3) est. 0.4 TFLOPS/token
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Data Parallel SGD

Data Source
Sensor

DataBase Compute Device
e.g., GPUs

Data ai Storage Device
DRAM, VRAM
CPU Cache

Model x

Gradient g(ai ,x)

Data Source
Sensor

DataBase Compute Device
e.g., GPUs

Data ai Storage Device
DRAM, VRAM
CPU Cache

Model x

Gradient g(ai ,x)

Data Source
Sensor

DataBase Compute Device
e.g., GPUs

Data ai Storage Device
DRAM, VRAM
CPU Cache

Model x

Gradient g(ai ,x)

Average:

(x1+…+ xN)/N
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System Optimizations and Relaxed Algorithms

BytePS

Amazing 
Systems Amazing algorithm

Decentralized 
Training

Communication 
Quantization

Communication 
Sparsification

Asynchronous 
Training
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x = sync_model()

a = get_data()

g = get_grad(x,a)

x = update(x,g)

Baseline: Centralized, Synchronous, Lossless, SGD

Centralized

Synchronous Average

Lossless Data Movement

Mathematical Formulation

Convergence

System Profile

!!"# = !! − $ %
$%#..'

&$(!!; )$)

+(1/ ./)
Goal 1: Keep 
This Similar

Goal 2: Make 
this Faster

Computation
Communication

Idea

• Distribute batch gradient calculation to multiple 
workers;

• Synchronize workers with a central server
(or AllReduce).
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§ Existing Systems:

Optimize the standard DP-SGD computation: 

System Optimizations

PyTorch
DDP

BytePS

Vanilla !! 0("! !",$,%,! 1#

4 4 4 43 3 3 32 2 2 21 1 1 1

!!

4 4 4 3 3 2 2 2 1 1 1 1 2 3 3 4

&( !$ 0#"$ !! #$ 1( #!

!! 0( !$ 0# 1# #$ 1( #!

all_reduce

!! 0( !$ 0# 1# #$ 1( #!"! !" ""

Push

Pull

!",$,%,!

Bucket 2
"$, ""

Bucket 1
"!, "%
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x = sync_model()

a = get_data()

g = get_grad(x,a)

x = update(x,g)

Relaxed Algorithms

Centralized, Quantized

Synchronous Average

Lossy Data Movement

Mathematical 
Formulation

Convergence "(1/ &' + )/ ')

+&'" = +& − ./ 0
()"..+

/ 1( +&, 3(

Quantization error: #

Asynchronous Average

Lossless Data Movement

Asynchronous

Decentralized Average

Lossless Data Movement

Decentralized

"(1/ &' + 4/')

+&'" = +& − .1(+&,-#; 3()

staleness caused by async

"(1/ &' + 6/'"..)

$$%&,( =
$$,()& + $$,( + $$,(%&

3 − )* $$,(; ,(

-: network topology constant
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Attempt 1

Automatic System Optimization for Relaxed Algorithms

BytePS

Amazing 
Systems Amazing algorithm

Decentralized 
Training

Communication 
Quantization

Communication 
Sparsification

Asynchronous 
Training

GAP: Current Amazing 
Systems Don’t Support 

Recently Developed 
Amazing Techniques

OUR GOAL: 
Distributed Learning 

with SOTA 
Communication 

Optimization 
Techniques. [VLDB 2022]
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It is not easy to translate algorithmic 
flexibility into system performance gain.
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Bagua: System Design & Implementation

§ A modular design to accommodate the 
diversity of different algorithms and 
communication patterns.

§ An optimization framework that 
applies automatically to an algorithm 
implemented in BAGUA. Execution 

Manager

Memory 
Manager

Training Task Algorithm BAGUA

Fwd Hook
Bwd Hook

Communication 
Primitives

Uses

…

Data NN NN
End user: simply wrap up your training script 
with BAGUA. Specify the algorithm you want 

to use

MPI-Style
FCS: Full Prec., Centarlized, Sync
FDS: Full Prec., Decentarlized, Sync
LCS: Low Prec., Centralized, Sync
LDS: Low Prec., Decentarlized, Sync
…

!! 0! !$ 0" 1"
#! , #"

Bucket 1

%!,% % .!, .&
Bucket 2

%$," %

Optimizer: automatically optimize 
communication and computations

!! %! #!% "" %% #"% !$ "! ##% "! %" #$% 1"

Automatic

E.g., Decentralized, Low Precision Alg.

github.com/BaguaSys/bagua

B Backward 
Computation

! Gradient 
Communication

1 Forward 
Computation

U Model 
Update

https://github.com/BaguaSys/bagua
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Bagua Results
Setup: 16 machines, each 8 V100 GPUs. Connected via {10Gbps, 25Gbps, 100Gbps} networks.

Same Convergence with Relaxed Algorithms

BAGUA
QSGD (8bit)

BAGUA
1-bit Adam

BAGUA
Decentralized SGD

BAGUA
1-bit Adam

BAGUA
Async SGD

Significant speed-up over {Torch-DDP,Horovod 32bits, 
Horovod 16bits, BytePS}

Supporting a diverse set of  algorithms can provide 
significant improvements over existing systems.

github.com/BaguaSys/bagua

https://github.com/BaguaSys/bagua
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From Cloud to Decentralized Compute Resource
This is $4.09/hour for 

an A100 GPU.

This is what you 
can get from a 
decentralized 
GPU pool!
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Attempt 2 

These algorithmic 

building blocks need 

to be put together!

[ICML 2023]
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Three Methods of Compression

fp16

fp16

fp16

1

d

…

16$ bits

fp16

0

fp16

top-K

Values
16% bits

Indices
%log0$ bits

$ bitsor

q bit

q bit

q bit

Quantization

Values
)$ bits

fp16

fp16

0

Random Sample

Values
16*$ bits

Indices
1 random seed

Expensive to compute 
and to encode Indices

Might not keep top 
values as in Top-K

Only provide up to 16x 
compression; hard to go aggressive
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It is very hard to reach 100X compression 
ratio with a single method.
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Comm. 
Slot

$#$!
(!)

$#$!
(')

$#(!
(!) $#(!

(')

CocktailSGD: Mixture of Compression Methods 

!

$#()
(!) $#()

(')

… … …

$#
(!) $#

(')

… … …

local 
iteration

Accumulate

As long as Communication fully fills 
the Comm. Slot, no slow down 

caused by communication.

Δ#

Idea: A Mixture of communication compression techniques.
Looking at Δ&:

• It has 1-step staleness  // asynchrony

• At 8, randomly pick 9% parameters to communicate // local training: compress ~ 
"
/%×

• For selected parameters, let <&
(()

be local model updates since last communication:

• <
˜
&
(() = top−K%(<&

(()) // topK: compress ~ 
"
4%×

•<
˜
̂

&
(() = Quantize(<

˜
&
((), Ibits) // Quantization: compress ~ 

"6
7 ×

• Communicate:  Δ& = ∑
(
<
˜
̂

&
(()
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“Cocktail SGD”: Data Parallel over 1Gbps

!

$#()
(!) $#()

(')

$#(!
(!) $#(!

(')

$#
(!) $#

(')

$#$!
(!)

$#$!
(')

… … …

… … …

Comm. 
Slot

Accumulate

As long as Communication fully 
fills the Comm. Slot, no slow 

down caused by communication.

Δ#

Different communication compression techniques complement 
each other and compose well!

Data parallel 
over ~500 Mbps 

network!
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Large language model training goes 

beyond data parallelism.
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Cut 1
Cut 2

Forward Activation
•(GPT-3) 24MB / 1000tokens
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Pipeline Parallelism

Forward 
Activation

C

C
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1. How to schedule the communication 
to accommodate the decentralized 
connections?

2. How to compress forward activations 
and backward gradients?
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Decentralized Training of Foundation Models

• Decentralized training of FM: the network is 100×

slower, but the pre-training throughput is only 

1.7~3.5× slower!

• Decentralized fine-tuning of FM: AQ-SGD

communication-efficient pipeline training with 

activation compression.  

[NeurIPS 2022-(a)] [NeurIPS 2022-(b)]
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Accommodate Communication in a Decentralized network 

A bi-level scheduling algorithm based on an extended balanced graph partition to 
estimate the communication cost:

§ Data parallel communication cost: nodes handling the same stage need to 
exchange gradients;

§ Pipeline parallel communication cost: nodes handling nearby stages for the same 
micro-batch need to communicate activation in the forward propagation and 
gradients of the activation in the backward propagation.

(c) Coarsened graph  MN
decoding the cost of 

pipeline parallel

Device d1

…

(a) Communication 
Topology Graph G

over N devices

Device d2

(e) Open-loop-traveling-
salesman provides a 

pipeline structure

(2)

(d) perfect matching corresponds 
to how devices in Ci and devices 
in Cj communicate in a pipeline.

(1)

(b) Each partition Ci deals 
with one stage, running data 
parallel within each partition

C2

C1

C3
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AQ-SGD

!"#
2∈ℝ1

$(&): = *5∼7+(,(-(., &(8)), &(9)))

Direct quantization only works to some degree.

Converge better

Model change
smaller

…

…

…

+(−, / 2 )

+(−, /32 )

1 · 3(−, / 4 )

1 · 3(−, /34 )

diff across epochs 
should diminish

Quantize Diff

Activation change 
smaller

Activation Diff 
Smaller

Quantization Error 
of Diff smaller

[NeurIPS 2022-(b)]
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AQ-SGD Results
• End-to-end training performance over different networks. x represents divergence.
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AQ-SGD Results

• Convergence and Throughput of  AQ-SGD combined with gradient compression.
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Some Small Steps Towards Decentralized ML.
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GPT-JT: Instruct Tuned GPT-J (6B) over 1Gbps Network

30% end-to-end overhead, compared with 
100Gbps data-center network

We are able to do useful things over slow networks!

1Gbps network; 4-way data parallel; 2x A100 each

Data Sources
•UL2, Chain of thought
•Natural Instruction
•Public Pool of Prompts (P3)

Model & Training

•GPT-J 6B

•Cocktail SGD
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Open Research on the Together Decentralized Cloud
Connecting idle compute across academic institutions.

11 billion tokens
60K GPU Hours
10 Open Models

Av
ai

la
bl

e 
G

PU
 H

ou
rs

Day
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Summary
•Communication is a key bottleneck of  distributed learning, both for 
centralized data center network and decentralized environments.

•We can develop Algorithms to alleviate communication bottlenecks:
•Data Parallel: {asynchronous, local training, compression, quantization, decentralized 
topology} & their combinations.

•Model Parallel: Careful error compensation.

•Innovation of  Systems is need to unleash the full potential Algorithms:
•Bagua: Automatic optimization framework.
•System Scheduling of  communication in decentralized environments.  

Personal page:
https://binhangyuan.github.io/site/

https://binhangyuan.github.io/site/

