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Spikes in the training loss, catapults and 
feature learning

https://en.wikipedia.org/wiki/%C4%9E


Pretty common when training a neural network:

“If the learning rate is too large, the learning curve 
will show violent oscillations, with the cost function 
often increasing significantly.”  

-- Goodfellow et al. 2016 Deep learning.

Training loss of SGD(Source: Wikipedia)
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Why?

https://en.wikipedia.org/wiki/Stochastic_gradient_descent


Small mini-batch size leads to better generalization

“The lack of generalization ability is due to the fact 
that large-batch methods tend to converge to sharp
minimizers of the training function…. In contrast, 
small-batch methods converge to flat minimizers... 
-- Keskar et al. ICLR 2017

Figure from Goyal et al. 2017



AGOP: A feature learning measurement

AGOP(Average Gradient Outer Product) [Triveti et al. 2014],[Xia et al. 2002]…

For a parameterized model 𝑓 𝑤;$ : ℝ!×# → ℝ, the AGOP of it w.r.t. n input data x$, x%, … , 𝑥& ∈ ℝ# is

Example: 𝑓∗ 𝑥 = 𝑥$𝑥% with 𝑥 ∈ ℝ$((

For 𝑛 samples i.i.d. from 𝑁 0, 𝐼$(( , the AGOP of 𝑓∗(𝑥)
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will converge to                as 𝑛 → ∞.



Table: Smaller SGD batch size leads to a  
higher (better) AGOP alignment and 
smaller (better) test loss.

Figure: Smaller SGD batch size has more 
loss spikes and better generalization. Rank-2 
dataset is used (𝑓∗ 𝑥 = 𝑥$𝑥%). 

Connecting loss spikes, generalization and feature learning
Feature learning

AGOP alignment: cos 𝐺, 𝐺∗ = ),)∗

) ", )∗ "
, 

where 𝐺, 𝐺∗ are the empirical and true AGOP. 



Outline:

1. Catapult dynamics

2. Catapults in SGD: spikes in the training loss

3. Feature learning of catapults: alignment of Average Gradient Outer Product(AGOP) 

[1] Zhu, Liu, Radhakrishnan, Belkin, Quadratic models for understanding neural network dynamics
[2] Zhu, Liu, Radhakrishnan, Belkin, Catapults in SGD: spikes in the training loss and their impact on generalization through feature learning 



Linear training dynamics
Linear training dynamics (GD with constant step size): if 𝑓(𝑤;$) is a linear model, 
minimizing squared loss  $

%
𝐹(𝑤) − 𝑦 % using GD with constant learning rate 𝜂:

F (w(t+ 1))− y = (I − ηK(w0))(F (w(t))− y), ∀t ≥ 0,

2
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F (w(t)) = (f(w(t);x1), f(w(t);x2), · · · , f(w(t);xn))
TK(w0) =

〈

dF (w0)

dw
,
dF (w0)

dw

〉



Optimization of Neural Networks

Linear dynamics: 𝜂 < 𝜂+,-. ≈
%

/ 0# $
: 

Loss 𝐿(𝑡) decreases to zero monotonically and 
the NTK 𝜆(𝑡) almost does not change
[Lee et al. 2019],[Liu, Zhu, Belkin 2022]…

K(w) :=

〈

dF (w)

dw
,
dF (w)

dw

〉

Neural tangent kernel(NTK) [Jacot et al. 2018]

Catapult dynamics: 𝜂+,-. < 𝜂 < 𝜂123 : 

Loss 𝐿(𝑡) increases then decreases, the largest 
eigenvalue of NTK 𝜆(𝑡) decreases [Lewkowycz et 
al. 2020],[Zhu, Liu,Radhakrishnan,Belkin 2022].

∈ ℝ&×&



Non-linear training dynamics of networks

Figure: Neural networks exhibit non-linear dynamics 
[Zhu, Liu,Radhakrishnan,Belkin 2022].



Outline:

1. Catapult dynamics

2. Catapults in SGD: spikes in the training loss

3. Feature learning of catapults: alignment of Average Gradient Outer Product(AGOP) 



Spikes in the training loss of SGD:

Loss spikes in SGD Catapult phenomenon in GD

Similar?

-- Why does the loss drop so quickly at the peak of the spike?
-- Catapults occur in a low-dimensional subspace.  



Loss decomposition based on the tangent kernel

Subspace spanned by the top-s eigenvectors of the tangent kernel
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Eigen decomposition of the tangent kernel 𝐾.

Definition: 𝑃𝐿5 =
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, hence Loss L = 𝑃𝐿5 + 𝑃𝐿56.   



Spikes occur in the top eigendirection:

Figure: Training a 5-layer Fully Connected Neural network (FCN) on 128 data points from CIFAR-10. The networks 
are trained by GD with a constant learning rate.



Multiple catapults with increasing learning rates

𝜂 > 𝜂+,-. Catapult occurs 𝜂+,-. increases

Increase 𝜂

Recall that 𝜂+,-. ≈
%
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Multiple catapults:



Multiple catapults with increasing learning rates



Mechanism of catapults in SGD

Observation:

1. Loss spikes occur when the LR is larger 
than the critical LR for each batch.

2. Loss spikes exist in the top eigenspace 
of the tangent kernel.



Mechanism of catapults in SGD

Observation:

1. Each loss spike corresponds to a decrease in the ||K||.
2. Loss spikes exist in the top eigenspace of the tangent kernel.



Outline:

1. Catapult dynamics

2. Catapults in SGD: spikes in the training loss

3. Feature learning of catapults: alignment of Average Gradient Outer Product(AGOP) 



Catapults improve generalization

Figure from [Lewkowycz et al. 2020] Figure from [Zhu et al. 2022]



Feature learning through catapults

AGOP(Average Gradient Outer Product) [Triveti et al. 2014],[Xia et al. 2002]…

For a parameterized model 𝑓 𝑤;$ : ℝ!×# → ℝ, the AGOP of it w.r.t. input data 𝑋 ∈ ℝ&×# is

Example:
𝑓 𝑥 = 𝑥$𝑥% with 𝑥 ∈ ℝ$((

For 𝑛 samples i.i.d. from 𝑁 0, 𝐼$(( , the AGOP of 𝑓(𝑥) will converge to                as 𝑛 → ∞.
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Feature learning through catapults in GD
Tasks:

Rank-2 regression: 𝑓∗ 𝑥 = 𝑥$𝑥% with 𝑥 ∈ ℝ$((
Rank-4 regression: 𝑓∗ 𝑥 = 𝑥$ + 𝑥$𝑥% + 𝑥$𝑥%𝑥: + 𝑥$𝑥%𝑥:𝑥; with 𝑥 ∈ ℝ$((

If the neural network 𝑓(𝑤;$) learns the feature, its AGOP 𝐺< should be close to the true AGOP 𝐺<∗ .



Feature learning through catapults in GD



Small batch size leads to more catapults, hence 
better generalization

Observation:

1. Test loss/error correlates with AGOP alignment.
2. A smaller batch size corresponds to a greater number of catapults, hence leading to better generalization.



Generalization with different optimizers correlates 
with AGOP alignment






